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ABSTRACT
Improving cost transparency in healthcare creates opportunities to empower patients and reduce spending. Medical prices vary widely within U.S. markets but few consumers (i.e., patients) have the information to shop for their healthcare services. Consumers are starting to question why their healthcare bills are so high – and why they can’t find healthcare prices at all. In this work we apply predictive analytics to help consumers make educated decisions related to childbirth cost. Regression decision trees are used to represent the path from the patients’ characteristics (e.g. demographics, comorbidities), choices of medical procedures, and choices of care providers, to the predicted cost variations. The outcome of this research helps consumers make informed choices as well as reduce healthcare expenditures. We demonstrate a system for childbirth cost prediction that far outperforms our baseline model in terms of prediction error. Additionally, we identify several attributes, such as labor room usage, operating room services, anesthesia, and hospital cost to charge ratio, which play a significant role in determining the overall cost of childbirth.

Categories and Subject Descriptors
J.3 [Computer Applications]: Life and Medical Sciences—Health Informatics

1. INTRODUCTION
According to the Centers for Medicare & Medicaid Services (CMS) National Health Expenditure Accounts (NHEA) reports, in 2012 U.S. healthcare spending increased 3.7 percent to reach $2.8 trillion, or $8,915 per person. These same reports also indicate that healthcare costs for the same procedure vary widely. Childbirth is among the most common reasons for hospitalization in the U.S., accounting for $16.1 billion in hospital costs in 2008. Recent research has found that, after adjusting for patient demographic and clinical characteristics, the average California woman could be charged as little as $3,296 or as much as $37,227 for a vaginal delivery, and $8,312-$70,908 for a caesarean section depending on which hospital she was admitted to. However, very few consumers (i.e., patients) have the information to shop for their healthcare services. Consumers are starting to question why their healthcare bills are so high – and why they can’t find healthcare prices at all. Our work aims to enhance cost transparency and facilitate the decision making process of healthcare consumers.

Hospital charges can affect specific healthcare consumers profoundly. At a time when high-deductible insurance products (e.g. health saving accounts) are increasingly publicized and encouraged by employers, consumers are undergoing growing pressure to make cost-efficient healthcare decisions. However, complicated and opaque healthcare pricing systems have posed immeasurable challenges for consumers to ration their consumption based on their own needs and preferences. The transparency of healthcare pricing is increasingly concerning.

In this work, we use data mining techniques to improve the transparency of hospitalization costs for childbirth. We focus on predicting hospital charges for childbirth and analyzing the contributing factors of the costs. Our research question is formalized as a supervised learning problem. We apply linear regression models as well as regression trees to predict costs of childbirth using State Inpatient Databases (SID) of the State of Washington provided by the Healthcare Cost and Utilization Project (HCUP). In addition, we describe and visualize the effect of adding factors as they become known to consumers towards cost predictions. Last, we apply similar models to predict length of stay of each hospitalization – the leading contributing factor to hospital charges.

Our work is the first, to our knowledge, to apply data mining methods in predicting costs of childbirth. This research also sheds light on developing health consumer decision support tools to navigate the complexities of care options and cost estimates. The contributions of this paper are trifold:

• First, we propose using regression trees to predict childbirth costs in contrast with linear regression models, unveiling the cost factors at different stages of the decision path and allowing making predictions using only partial information available to consumers;
• Second, we categorize attributes according to their availability during a hospitalization and analyze the effect
of each factor set on the prediction quality, enhancing cost transparency for both healthcare providers and consumers;

- Third, we analyze and predict length of stay, the leading factor for childbirth hospitalization cost, providing clinical insights on methods to reduce length of stay.

The rest of the paper is organized as follows. Section 2 summarizes the selected predictive models. Section 3 describes the State Inpatient Databases and the process of extracting a childbirth cohort from the data, as well as the experimental setup. Section 4 gives details on our experimental results. Section 5 summarizes prior studies relevant to healthcare cost predictions and the applications of regression trees for problems in healthcare. Section 6 concludes our work and identifies future research directions.

2. PREDICTIVE MODELS

**Multiple Linear Regression.** Linear Regression is among the most common approaches to predict a scalar dependent variable \( y \) based on a \( p \)-dimensional vector of explanatory attributes \( x = (x_1, x_2, \ldots, x_p) \). In linear regression, data is modeled using linear functions, and unknown model parameters are estimated from the data. All categorical variables are encoded as dummy variables. Given a training dataset with \( n \) points \( \{y_i, (x_1, \ldots, x_p)_i\}, i = 1, \ldots, n \), a multiple linear regression model takes the form:

\[
y'_i = \beta_1 x_{i1} + \cdots + \beta_p x_{ip} + \varepsilon_i = (x'_i)^T \beta + \varepsilon_i, \quad i = 1, \ldots, n.
\]

Linear regression works well in many modeling applications. It does, however, assume that all predictive variables interact linearly with respect to the response variable. Linear regression is also a global model, where there is a single linear predictive formula being applied to the entire data space. When the data has a large number of attributes which interact in complicated, non-linear ways, like in the problem we deal with in this paper, fitting a single linear global model can be difficult. In scenarios where the weight one variable has towards predicting the response variable is determined by the value of a different variable, linear regression can yield inaccurate results.

**Regression Trees.** Unlike linear regression, regression trees are more robust to non-linear relationships between predictor and single response variables. In order to facilitate this robustness, fitting a regression tree model requires recursive partitioning of the original data in such a way that the resulting groups can be fitted with simple models. Each of the terminal nodes (i.e., leaves) represents a cell of the partition, and a simple model applies to only that cell. In order to make predictions, the fitted model produces a response value as the result of a series of binary decisions made concerning the values of the predictor variables. Regression trees make fast predictions, with the prediction time bounded by the maximum height of the tree. By looking at the trees, it is easy to understand which variables are important in making the predictions. In this paper, we use the Classification and Regression Tree (CART) algorithm to construct regression trees. If a given node has a deviance which is at least some fraction of the root node’s deviance (given as the minimum parameter in some CART implementations) it will be partitioned. The deviance of a node consisting of \( i = 1 \ldots m \) observations of the response variable \( y \) and mean \( \mu \) is defined as the sum of the deviance for all observations in the node, with observation deviance defined as

\[
D(\mu; y_i) = (y_i - \mu)^2
\]

The algorithm will select the attribute which maximizes the change in deviance of the parent node and the sum of the deviances of the two child nodes. Lower deviance parameters will generally result in trees with a larger number of nodes constructed from a larger set of the available attributes. The time cost of prediction using larger trees is not necessarily prohibitive considering that the number of nodes visited in prediction is guaranteed to be no greater than the height of the tree.

A significant benefit of models built using regression trees is the intuitive manner in which they can be visualized. Multiple linear regression models involving \( n \) variables require \( n \) dimensions to visualize, which is problematic in scenarios involving healthcare data. Regression trees, on the other hand, can be easily visualized in two dimensions as a tree involving healthcare data. Regression trees, on the other hand, can be easily visualized in two dimensions as a tree

**Baseline.** To gauge the effectiveness of our linear regression and regression tree models, we contrast them with simple baseline models. For cost prediction, we set our baseline model to predict the mean \( \mu \) of all charges in our cohort for all observations, as the average cost is frequently used in government statistical reports. For length of stay prediction, we set our baseline model to predict the most common length of stay in terms of number of days, as the mode is most likely to be sampled.

3. EXPERIMENTAL DESIGN

In this section we describe the data, the methods of attribute selection, and the experimental design.

3.1 Data: Childbirth Cohort

We use the State Inpatient Databases (SID) of Washington State (referred to as SID-WA in the rest of the paper) of year 2010 and 2011. SID are part of the family of databases developed for the Healthcare Cost and Utilization Project (HCUP). The dataset contains inpatient discharge records from community hospitals in the State of Washington with all-payer, encounter-level information in 2010 and 2011. SID of one year comprises four files that are associated with patients and their encounters in the hospitals. The four files – core file (CORE), charges file (CHGS), diagnosis and procedure groups file (DXPRGRPS), and disease severity measures file (SEVERITY) – provide 596 attributes in total for a single patient encounter. Each inpatient encounter has a unique identifier KEY, that can be used to link records across files. We used KEY to join the CORE, DXPRGRPS, and SEVERITY files and selected 203 attributes that are relevant to the clinical aspect of a patient encounter as shown

\[2\text{For example, the U.S. Agency for Healthcare Research and Quality, HCUPnet, Healthcare Cost and Utilization Project at: } http://hcupnet.ahrq.gov/\]

\[3\text{http://www.hcup-us.ahrq.gov/sidoverview.jsp}\]
Table 1: Diagnosis Related Group (DRG) codes for childbirth cohort

<table>
<thead>
<tr>
<th>DRG</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>765</td>
<td>Caesarean section w/ complications and co-morbidities (CC)/multiple complications and co-morbidities (MCC)</td>
</tr>
<tr>
<td>766</td>
<td>Caesarean section w/o CC/MCC</td>
</tr>
<tr>
<td>767</td>
<td>Vaginal delivery w/ sterilization &amp;/or dilation and curettage (D&amp;C)</td>
</tr>
<tr>
<td>768</td>
<td>Vaginal delivery w/o sterilization &amp;/or D&amp;C</td>
</tr>
<tr>
<td>774</td>
<td>Vaginal delivery w/ complicating diagnosis</td>
</tr>
<tr>
<td>775</td>
<td>Vaginal delivery w/o complicating diagnosis</td>
</tr>
<tr>
<td>781</td>
<td>Other antepartum diagnosis w/ medical complications</td>
</tr>
<tr>
<td>782</td>
<td>Other antepartum diagnosis w/o medical complications</td>
</tr>
</tbody>
</table>

3.2 Attribute Selection

The original childbirth cohort is highly skewed. Most patients only utilize a few healthcare services (i.e., revenue codes), which introduces zero or missing values for most attributes as shown in Figure 1. The sparseness of the data creates challenges in modeling as information about certain attributes might be missing in the training data but could still be present in the testing set. We therefore selected a subset of attributes to mitigate this issue. Two methods were used for attribute selection. The first method is Frequency-based (FB) Selection. A threshold is selected to filter out those attributes that occur least frequently in the data. Based on our empirical studies and the distribution shown in Figure 1, we include only attributes that have more than 10% non-zero or non-missing values. The second method is Regression-based (RB) Selection. Simple linear regression is performed between each explanatory attribute and predicted attribute (i.e., hospital charges). We keep attributes that significantly (p-value < 0.05) contribute to the prediction of charges. The results of attribute selection and the number of attributes – categorized in five groups – are shown in Table 2. The attribute selection results show that RB includes more attributes in comorbidities and revenue codes (see Table 2). We use 37 attributes for FB experiments and 129 for RB experiments.

3.3 Evaluation Methods

We built regression trees using the package “tree” in R. We manipulated the deviance threshold parameter (mindev) to control the size of the tree and the number of attributes used. Three values – 0.1, 0.01, 0.001 – were used for the deviance parameter as the impurity measure for the experiments. We report three evaluation metrics for our experiments: R², Mean Absolute Error (MAE), and Root Mean Square Error (RMSE). To be able to compare our results to published studies that used regression models, we report R². However, R² is an indicator for the explanatory powers of the model, as opposed to predictive powers. We therefore add MAE and RMSE to evaluate our predictive models. MAE is the average absolute difference between the predicted costs and the true costs of childbirth hospitalization. As an example, if we predict the hospitalization cost for a patient to be $9,000, but the true cost is $12,000, then the absolute error is ($12,000 − $9,000) = $3,000. While MAE provides a more straightforward explanation on the errors, RMSE diagnoses variation in errors. In our study, large errors are particularly undesirable. The RMSE indicates which predictive model is more robust to outliers in the data. We validated our prediction results using 10 runs of 10-fold cross-validation for both linear regression and regression tree models. These experiments were repeated across multiple subsets of the total collection of attributes, adding one attribute category per experiment according to the order with which they likely to be known by the consumer; the progression of which is denoted in Table 2. This process is carried out for both the frequency-based and regression-based attribute categories as described in the previous subsection. The sequence of the attribute categories is determined based on the availability of the information from a consumer’s perspective. We assume that the base attributes (age, race, and length of stay (LOS)) are known to most consumers and the hospital information such as Wage index and hospital spe-
specific all-payer inpatient cost-charge ratio are least available to consumers.

4. RESULTS AND DISCUSSION

4.1 Decision Path

Figure 2 shows an example regression tree using mindev = 0.01. The numbers at the leaves are the predicted values. The visualization of the regression tree informs patients which attributes have the highest predictive powers for hospitalization costs as well as identifies the interactions between attributes. According to Figure 2, length of stay (LOS) is the leading factor for the costs. Hospitalization costs are likely to be lower if LOS is less than 2.5 days. The next influential factor is the use of anesthesia (REV370). Patients who stay in the hospital for less than 2.5 days may still have high hospital charges if they use more than 2.5 units of anesthesia and utilize more than 19.5 units of medical/surgical supplies. For patients who stay more than 2.5 days in the hospital, the utilization of anesthesia is the next important factor for their hospital charges. If the use of anesthesia is higher than 4.5 units, the all-payer inpatient cost-charge ratio (APICCC), which indicates the inflation of medical price for different hospitals, becomes a decision factor. This finding implies that the choice of hospital can affect the final hospital charges.

The visualization of regression trees, compared to most predictive modeling techniques, provides a more intuitive understanding of cost drivers and their interaction to empower healthcare consumers.

4.2 Factor Analysis

Figure 3 illustrates the effect of each attribute category (see Table 2) on prediction quality. We note that comorbidities provide little information on cost prediction. The choice of procedures (i.e., revenue codes) drives the hospitalization costs. Although the improvement is marginal after adding diagnosis information (DRG), hospital information is shown to be influential to cost prediction.

Among the base attributes, we observe that length of stay is consistently the root node for all regression trees, corresponding to the best predictor. As we add attributes to our regression tree models, we find that the second level decision nodes remain dictated by length of stay until the revenue code category of attributes is added. Once these attributes are added, the second level decisions are dictated by operating room service and anesthesia utilization.

Table 3 compares the top five contributing factors for the best performing linear regression model and regression tree model. We observe that in our best performing regression tree models, the five most frequent decision attributes are those containing information on labor room usage, operating room services, anesthesia, and the all-payer inpatient cost-charge ratio of the visited hospital. For linear regression, we observe the five highest weighted attributes after feature normalization to be related to therapeutic services, drug administration, pharmacy utilization, area wage index of the hospital, as well as a geographic adjustment factor determined by HCUP, as shown in Table 3.

The difference between important attributes in the linear regression and regression tree models is very informative for the evaluation of each. Not only does length of stay not appear as a highly weighted factor in linear regression, but three of the five highly weighted attributes do not appear as either attributes near the root of the regression trees or as a frequently used decision attribute. Within our attributes, a high degree of collinearity exists between certain variables such as REVCD250_UNITS (Pharmacy, generic drugs) and REVCD251_UNITS (Pharmacy, generic drugs). These confounding factors led to the linear regression model being unable to determine the contribution of variables to the response variable value appropriately. This issue would have no effect on our regression tree models, as attributes are chosen according to how well they divide observations within a node, not according to least squares as in linear regression.

Table 3: Contributors for TOTCHG using the best performing linear regression and CART model. We select the top 5 attributes (sorted in column \( R_k \)) with highest weights for linear regression and top 5 attributes with highest frequencies in regression tree.

<table>
<thead>
<tr>
<th>( R_k )</th>
<th>LR</th>
<th>CART</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Geographic Adjustment Factor</td>
<td>Labor room/general</td>
</tr>
<tr>
<td>2</td>
<td>Area Wage Index</td>
<td>Hospital Cost to Charge Ratio</td>
</tr>
<tr>
<td>3</td>
<td>Therapeutic services</td>
<td>Anesthesia</td>
</tr>
<tr>
<td>4</td>
<td>Drugs Requiring Detailed Coding</td>
<td>Operating room</td>
</tr>
<tr>
<td>5</td>
<td>Pharmacy IV Solutions</td>
<td>Labor room/labor</td>
</tr>
</tbody>
</table>

4.3 R^2, MAE, RMSE

Tables 4-6 present our experimental results for Total Charge. For all experiments across both model approaches, attribute sets, and attribute selection techniques, our models achieve significantly lower RMSE and MAE than those achieved using the baseline model. Recall that the baseline predicts the average cost \( \mu = 13132.77 \) for all observations.

As seen in Figure 3, the addition of various attribute categories to our models results in different degrees of improvement in error. Initially, all models perform similarly with only attributes from the Base category. The addition of attributes from the Comorbidity category has very little impact on RMSE and MAE for all models. Significant reductions in both error metrics are seen across all models with the introduction of Revenue Code category attributes. The addition of the DRG does not lower the RMSE of our regression tree models, although a small increase in MAE occurs in our model trained with a deviance threshold of 0.01. The addition of the same attribute incurs a perceptible decrease in our linear regression model’s RMSE and MAE. Finally,
the addition of attributes from the Hospital category lowers the RMSE and MAE of all models perceptibly. Linear regression benefits more than regression trees in terms of RMSE and MAE decrease from our regression based feature selection, as seen in Figure 3e. For all versions of our regression tree models, there is no perceptible change in RMSE between features selected using frequency and those selected using regression. Linear regression, on the other hand, sees benefits primarily from the addition of the Revenue Code category of attributes. Table 6 demonstrates that the addition of the Revenue Code subset of the regression selected attributes to the linear regression model improves the decrease of RMSE by 16.3% when compared with the addition of the same category from the frequency selected attributes. A smaller but still significant decrease in MAE of 3.6% is also seen when comparing linear regression models in the same manner.

Regression trees built with a low minimum deviation parameter (mindev = 0.01) result in higher RMSE and MAE than linear regression for all attributes. For frequency selected attributes, regression trees outperform linear regression for all attributes for mindev = 0.001, 0.0001. For regression selected attributes, regression trees outperform linear regression for mindev = 0.0001.

As a third method of evaluating our models, we note improvements in $R^2$ for all models as attributes are added. As seen in Figure 3a and Figure 3b, the patterns in $R^2$ increase are similar to those observed in MAE and RMSE decrease. Additionally, our linear regression models see more benefits in terms of $R^2$ increase than our regression tree models. One notable difference in these patterns is that the confidence intervals for $R^2$ in our regression tree models with deviance thresholds of 0.0001 is large relative to other models after the addition of the revenue code attributes.
In addition to observations made on RMSE, MAE, and $R^2$ improvements for our various models, we observe the structure of the best performing representatives of both regression trees and linear regression to understand which attributes are most important for cost prediction.

### 4.4 Length of Stay Analysis

As a result of the observation that length of stay is consistently the root decision attribute of our regression trees, we conduct an ad-hoc experiment to predict length of stay using linear regression and regression trees. Our experimental design is identical to the setup described in Section 3.3, with the addition that leakage variables (e.g., REVCD120, UNITS, which has units in days) are removed from our attribute set. Figure 4 and Table 7 show the effect of each attribute category on prediction of length of stay. The baseline method uses the most frequent length of stay (2.5 days) for the prediction. We observe that linear regression models outperform regression trees when only the basic attributes and comorbidities are available. Revenue codes (i.e., prescribed procedures) largely improve the prediction quality for all models. It is noted that regression trees consistently outperform linear regression on predicting length of stay when revenue codes, DRG, and hospital information are available for making predictions. As shown in Table 7, we observe significant prediction improvements after adding revenue code attributes. It is also noted that, as shown in Figure 4, regression tree models outperform linear regression after incorporating revenue codes, DRG, and hospital information. While the lists of most influential factors determined by each model differ, it should be noted that they intersect on two variables: general pharmacy utilization and self-administered drugs. Aside from these two variables, we see that regression trees also indicate labor room usage for labor, drugs requiring detailed coding, and laboratory usage to be highly important factors. In contrast, our linear regression model gives high importance to coding, and laboratory usage to be highly important factors. The baseline method used the most frequent length of stay (2.5 days) for the prediction. We observe that linear regression models outperform regression trees when only the basic attributes and comorbidities are available.

### 4.4 Length of Stay Analysis

As a result of the observation that length of stay is consistently the root decision attribute of our regression trees, we conduct an ad-hoc experiment to predict length of stay using linear regression and regression trees. Our experimental design is identical to the setup described in Section 3.3, with the addition that leakage variables (e.g., REVCD120, UNITS, which has units in days) are removed from our attribute set. Figure 4 and Table 7 show the effect of each attribute category on prediction of length of stay. The baseline method uses the most frequent length of stay (2.5 days) for the prediction. We observe that linear regression models outperform regression trees when only the basic attributes and comorbidities are available. Revenue codes (i.e., prescribed procedures) largely improve the prediction quality for all models. It is noted that regression trees consistently outperform linear regression on predicting length of stay when revenue codes, DRG, and hospital information are available for making predictions. As shown in Table 7, we observe significant prediction improvements after adding revenue code attributes. It is also noted that, as shown in Figure 4, regression tree models outperform linear regression after incorporating revenue codes, DRG, and hospital information. While the lists of most influential factors determined by each model differ, it should be noted that they intersect on two variables: general pharmacy utilization and self-administered drugs. Aside from these two variables, we see that regression trees also indicate labor room usage for labor, drugs requiring detailed coding, and laboratory usage to be highly important factors. In contrast, our linear regression model gives high
Table 6: RMSE for Total Charge prediction. Attribute definitions given in Table 2.

<table>
<thead>
<tr>
<th>Attribute Set</th>
<th>Attributes</th>
<th>Model</th>
<th>Mean RMSE</th>
<th>95% CI (+/-)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-</td>
<td>-</td>
<td>Baseline</td>
<td>5582.874</td>
<td>1.172</td>
</tr>
<tr>
<td>1</td>
<td>B</td>
<td>Linear Regression</td>
<td>5492.717</td>
<td>0.223</td>
</tr>
<tr>
<td>2</td>
<td>B-C</td>
<td>Linear Regression</td>
<td>5441.379</td>
<td>0.293</td>
</tr>
<tr>
<td>3</td>
<td>B-C-R</td>
<td>Linear Regression</td>
<td>4127.723</td>
<td>10.060</td>
</tr>
<tr>
<td>4</td>
<td>B-C-R-D</td>
<td>Linear Regression</td>
<td>3986.496</td>
<td>9.006</td>
</tr>
<tr>
<td>5</td>
<td>B-C-R-D-H</td>
<td>Linear Regression</td>
<td>3894.482</td>
<td>7.522</td>
</tr>
<tr>
<td>6</td>
<td>B-C-R-D-H</td>
<td>Regression Tree with mindev 0.0001</td>
<td>5583.621</td>
<td>0.903</td>
</tr>
<tr>
<td>7</td>
<td>B-C-R-D-H</td>
<td>Regression Tree with mindev 0.001</td>
<td>5583.621</td>
<td>0.903</td>
</tr>
<tr>
<td>8</td>
<td>B-C-R-D-H</td>
<td>Regression Tree with mindev 0.0001</td>
<td>5583.621</td>
<td>0.903</td>
</tr>
</tbody>
</table>

5. RELATED WORK

Childbirth is among the most common reasons for hospitalization in the U.S., accounting for $16.1 billion in hospital costs in 2008 [14]. At a time when the rising cost of healthcare has come to the forefront of political and medical discourse, the transparency of healthcare pricing is increasingly concerning [11, 6]. Therefore, predicting such costs accurately is an indispensable first step in addressing this problem.

Numerous risk-adjustment models are developed by health services researchers, providers, and payers to estimate healthcare cost for each patient and to compare with the observed cost [12, 16]. Most earlier research used classical regression models [8, 15] to predict healthcare costs, or logistic regression [3, 16] to analyze risk factors. However, except in [8], the majority of these regression studies do not perform out-of-example experiments to validate the predictive powers of the models [2]. In our experiments, we perform 10 runs of 10-fold cross validation as evidence of the prediction accuracy of our methods.

More recent research has investigated using data mining methods [2, 13] to predict healthcare costs. Bertsimas et al. [2] utilized classification trees and clustering algorithms to predict annual medical costs for individuals. Srinivasan and Arunasalam [13] utilized statistical and data mining techniques to predict hospital, medical, and prosthetic costs for each individual hospital admission. In contrast with this work, we emphasize the use of regression trees to clarify the origins of medical costs and to visualize the available decision paths. In addition, we systematically analyze the effect of different types of attributes on the predictive power of our methods. Moreover, we concentrate on predicting hospitalization costs for childbirth, using 2 years (2010 and 2011) data from SID-WA provided by HCUP.

Two studies [4, 6] utilized classical linear regression models to analyze hospitalization costs for childbirth. Hsia et al. [6] investigated the between-hospital variation of charges and discounted prices for uncomplicated vaginal and caesarean section deliveries, using data from the California Office of Statewide Health Planning and Development (OSHPD). The authors found that the charges are significantly influenced by institutional and market-level factors, such as wage index, percentage of uninsured individuals in the county, etc. However, the majority of variations in charges between hospitals remains unexplained. Allen et al. [4] examined the association between the number of breastfeeding supportive practices and costs of an uncomplicated birth, using the 2007 Maternity Practices in Infant Nutrition and Care survey (mPINC) and SID from HCUP. The authors indicated that the number of ideal practices is not a significant attribute for higher childbirth costs. Both studies [4, 6] emphasized the influence of specific factors to hospitalization costs for childbirth. Compared to these studies, we explore a much wider range of attributes, as described in Section 3.

In addition, we report lower prediction errors of our data mining methods in contrast with classical linear regression models. Robinson et al. [10] examined the economic impact of performing elective repeat caesarean during 37 or 38 weeks of gestation relative to 39-week delivery, recommended by the American College of Obstetricians and Gynecologists.

![Figure 4: Prediction errors for length of stay](image-url)
The authors used decision analysis modeling to evaluate economic outcomes for a hypothetical cohort of neonates. The authors used Florida HCUP SID and Eunice Kennedy Shriver National Institute of Child Health and Human Development Maternal-Fetal Medicine Units Network (NICHD-MFMU) data for their work. The total cost of care for each neonate hypothetical cohort was calculated based on the probability of anticipated incidence of the adverse event. Compared to [10], we study both vaginal and caesarean birth, including both complicated and uncomplicated samples. We perform extensive systematic experiments using a CART implementation of regression trees to evaluate the predictive power of our methods.

6. CONCLUSION AND FUTURE WORK

In this work we demonstrated the effectiveness of both linear regression and regression trees (CART) towards the task of predicting childbirth hospitalization costs. Regression tree models outperform linear regression models after incorporating information about healthcare services utilization (revenue codes), the diagnosis information (DRG), and hospital characteristics. Length of stay and the utilization of labor room, anesthesia, and operation room are the drivers for hospital charges for childbirth. The visualization of regression trees (Figure 2) provides patients an intuitive understanding about the leading factors and their interaction at different stages of care. Additionally, as demonstrated in the experiments detailed in Section 4.4, regression trees are particularly powerful in predicting length of stay, one of the attributes shown to be most important in predicting total cost. Investigation into predicting the values of attributes which hospitalized mothers have little control over yet have a large affect on total cost would be valuable.

Future work will explore additional data mining techniques such as clustering methods as well as additional risk factors such as complications and readmission risks to predict hospitalization costs. We will also investigate the effects of confounding factors on linear regression models used to predict costs in the dataset used for this study. Additionally, we will include more historical data to conduct longitudinal studies, incorporating the temporal dimension in predicting hospital charges. As clinical risks associated with decisions made during the course of care are of primary concern to both care providers and patients, an additional avenue of research we will pursue in future work will be to investigate methods for minimizing both readmission risk and patient cost.
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