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Abstract—A system was built to let the user click on a location of a brain model to explore neuroscience ontology terms related to the location. The user can explore further the related terms and related documents through a visualization interface and learn new concept or document relationships derived from the ontology and annotated document collections. This paper discusses the semantic technologies used to build the system and introduces various features of the visualization interfaces. It concludes that semantic technologies can be integrated with visual brain models and ontologies to support visual semantic exploration and discovery.
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I. INTRODUCTION

Ontology, modeling, and visualization are three knowledge representation techniques for neuroscience research. Their methodologies are related and complement to each other, but the connections among them are not so obvious. Ontology as a formal language seeks to explicitly define concepts and concept relationships for the purposes of concept retrieval, semantic concept lookup, concept linking, and semantic inferences [1][2]. Through the standardized classes, instances, and relationships, ontology helps facilitate data interoperability and provides linkages between research data and literature. The Neuroscience Information Framework Project [3], represents a good example of how comprehensive ontologies can unite a domain’s literature, data, and research projects. Modeling, while mostly theory or data driven, seeks to represent complex natural systems (such as the neural system or brain) through mathematical or graphical models in order to reveal the most relevant relationships of the underlying data [4]. It can also help to define concept and concept relationships. Various brain map projects such as Talairach Atlas [5] and Allen Brain Atlas [6] are good examples of using models’ layers, locations, and views to unify concepts, data, functions, and other relevant information [7]-[9]. Both ontology and modeling will be more effective if modern visualization techniques can be applied to them. Like ontology and modeling, visualization makes implicit relationships explicit. It takes advantages of human visual capability to allow users to explore and understand large amount of data and make visual inferences among the data [10]. It facilitates interaction with data and allows researchers to select different views or to zoom in to specific locations to explore data or concepts and their relationships.

To experiment how to bring ontology, modeling, and visualization together for concept exploration and semantic discovery, a collaborative project funded by the U.S. National Science Foundation and several major industrial partners was carried out in the Center on Visual and Decisions Informatics (CVDI) in our university. In the following, we present a semantic discovery and visualization system we are implementing and discuss how a brain-model and ontologies have enhanced functionality of the system.

The rest of the paper is organized as follows. Section II provides an overview of the system with detailed descriptions of each system component. Section III discusses semantic technologies used to build the system. Section IV shows and discusses several visual interfaces of the system, and finally, section V provides a summary of the project.

II. SYSTEM OVERVIEW

The main goal of the project is to create an innovative system for information retrieval and semantic discovery on neuroscience literature. With permission and support from the publisher Elsevier, we downloaded about 1 million documents related to neuroscience from hundreds of Elsevier’s journals and books for this experimental system. Each of the documents includes full text of the documents and the metadata created by the publisher, both in XML format.

Through initial requirements analysis and discussion with neuroscientists, we recognized that ontologies, brain models, and visualizations should be the key considerations for the systems. The Neuroscience Information Framework (NIF) Standard Ontology was chosen for the project as it is considered both an ontology and an extended framework for concept-based indexing and retrieval [11]. The ontology composes of a collection of Web Ontology Language (OWL) modules covering distinct domains of bio-medical areas such as anatomy, molecule, disease, and organism, etc. The
ontology can be downloaded as OWL files and can be imported into Protégé, the popular ontology creation and editing tool [12].

While the ontology is well constructed and easy to download, the challenge we faced is how to annotate the very large neuroscience document collection (about 1 million documents) with this very large ontology (more than 108k classes). This is a scale-up issue of annotation. Thus the first component of the system we developed is an annotation tool called SemIntegrator, which can be used either through the APIs or through the Protégé interface.

We also learn that domain experts often need to work with both a comprehensive ontology and a specialized ontology most relevant to their own specialties. Thus, we include several specialized ontologies in the system also. Linking concepts in multiple ontologies, however, is another challenge we faced. The second component of the system is an ontology linking tool and a faceted-based interface that integrates two or more ontologies for searching, browsing, and exploration. A unique feature of the interface is to let the user search in one ontology and browse in another.

The third component of the system is an ontology-based visualization and exploration interface where one can click on a specific location of the brain map to find relevant terms from two or more ontologies and then click on the terms for searching and browsing. Details of the interface will be described in the later sections.

III. SYSTEM TECHNOLOGY

The core technology of our system includes semantic annotation, semantic integration, and semantic visualization, as shown in Figure 1.

A. Semantic Annotation

Our focus on semantic annotation is to apply information extraction techniques to identify in the documents all occurrences of ontology concepts and enrich the metadata of the documents with the identified concepts. An annotation component of our system was developed for this purpose. The component was first developed as a plugin of Protégé and then as a stand-alone Web service made available through Application Programming Interfaces (API). Protégé is an open source toolkit that can be used to build, alter and search ontologies [13]. It is extensible and offers API for researchers to work with ontologies in OWL format.

The annotation process we implemented involves several open-source packages (Fig. 2). First, Protégé is used to parse the OWL-formatted ontology files. Lingpipe [14] is then used to implement the term matching. The matching terms are saved into Trie, also called “prefix tree”, which is a data structure used to improve search efficiency [15]. Chunk is an interface in Lingpipe that specifies a slice of a character sequence and used to match the article with terms in Trie. Levenshstein distance is used here to calculate the similarity of two strings. The Levenshstein distance between two strings is the minimum number of single-character operation (three kinds of operation: insertion, deletion and substitution) that can change on string to the other.

Using SemIntegrator, we were able to process the whole Elsevier neuroscience document collection and, on average, 72 concepts are annotated for each document. In addition, a set of Java/Java-script modules was created to bridge those open-source packages and make them work together for the multiple ontologies and the document collections.

B. Semantic Integration

Linking concepts in one ontology to concepts in another ontology is semantic integration [16]. In this project, we use SemIntegrator to annotate multiple ontologies to the same collection, and then use the collection as the bridge to link two or more ontologies. Here, we use an example to illustrate how it works.
Say a researcher is interested in exploring associations between human brain dysfunctions and brain structures. There are well-developed ontologies on each side, the Allen Brain Atlas Ontology [6] for brain structures and the NIF-Dysfunction ontology for brain dysfunctions. But there are no direct associations between concepts in the two ontologies even though they are clearly related and the concepts often appear in the same documents. Using SemIntegrator, we can annotate documents with both ontologies and highlight the annotated concepts from each ontology with a different color (Fig. 3). This allows the reader to make associations among the concepts from different ontologies. From the highlighted result, the reader can quickly scan the article by reading terms highlighted in one color, say the term “Alzheimer’s Disease,” and find the correlated brain regions highlighted in a different color, such as the terms “degeneration in parietal lobe,” “frontal cortex” and “cingulate gyrus” that show potential associations with “Alzheimer’s Disease.” The reader can further explore the unfamiliar terms such as “cingulate gyrus” through our visualization interface to find the correlation of this concept with other entities.

Another way to realize semantic integration is through search engines. Our system uses the Apache Solr indexing service [17] to index the document collection after the metadata have been enriched with multiple ontologies. Since Solr is a facet-based indexing, each ontology could be treated as a facet and the user has the option of searching by a particular ontology and displaying terms of other ontologies. This creates a very useful function of linking related concepts from multiple ontologies and using them for searching and browsing. Fig. 4 shows an example of the Solr-based interface where both NIF ontology terms and the original Elsevier indexing terms related to the query are shown. The user can click on either type of term to narrow down search results or search in one type of the terms and browse through documents that have been annotated by another type of the terms.

C. Semantic Visualization

Visualization may be applied to neuroscience research in many different ways [10], [18]. For this system, our focus is on semantic concept visualization, or visualizing knowledge structure of ontologies and document collections through meaningful concept displays [19]. One of the main advantages of ontologies is the rich concept relationships existed within the ontologies and the annotated document collections. Some of those relationships are explicitly defined. Some can be derived from their semantic relationships or co-occurrence relationships. Some can only be discovered through computational learning algorithms. These relationships essentially form a knowledge structure that can assist users in navigating and exploring both the conceptual space and the document space of the domain, particularly if the knowledge structure can be visualized in an interactive visual interface. In our system, we have implemented such an interactive interface with learning and visualization algorithms such as PFNet, D3.js, Gephi, and Sigma.js [20]-[23]. Details of the interface are described in the next section.

![Figure 3. The SemIntegrator interface with annotated concepts from two ontologies highlighted in different colors.](image)

![Figure 4. The search interface of the system that allows searching in one ontology and browsing in another.](image)

IV. THE VISUALIZATION INTERFACE

The visualization interface is implemented to assist users in exploring semantic relationships among the concepts and let users follow the relationships for document browsing, exploration and discovery. Figure 5 (at the end of the paper) shows an example of the visualization interface.

The interface is divided into three main parts. The top-left is an interactive brain map, which consists of six areas of the human brain, including frontal lobe, parietal lobe, temporal lobe, occipital lobe, cerebellum and brain stem. Each of the brain area is filled with a different color. The user can zoom in or out the map by clicking on a specific brain area of the map. When a specific area of the map is clicked, a list of concept, function and dysfunction terms associated with that area will be shown in the bottom-left of the interface. This helps the user to quickly find concepts and functions related to a certain brain location.

When the user scans through the list of concepts, functions or dysfunctions, they can choose to explore any of them by clicking on a term to bring up either a hierarchical or associative concept display on the right-hand side of the interface. The hierarchical display visualizes the hierarchical structure of the ontology. The user can follow the visual display to see a concept’s parent, children, or sibling terms.
Each of the terms on the visual display is also clickable – the user can click on any of them to expand the structure or show a new hierarchical structure.

The associative concept display shows concept relationships not based on the ontology itself but on the annotated document collections. On the display, the size of a node is decided by the frequency of the concept occurred in all the articles of the collection, and the color of the node indicates which brain part the concept is related to. The links and distance of nodes are based on the co-occurrence of the annotated terms in the whole corpus. Through Solr indexing, extensive computation was done to calculate the co-occurrence of any two concepts of the ontology in the collections of a million documents. When the user clicks on a term, the system will first select the top twenty concepts that have the highest co-occurrence frequencies with the term, and then generate a co-occurrence matrix of 20 by 20 for these 20 terms. The Pathfinder algorithm [20] is then applied to the matrix to generate a meaningful display of semantic relationships of the concepts.

Through the hierarchical and associative displays, the user will be able to explore concept relationships both in the ontology and the collections, and use them complementarily for their semantic exploration and discovery. Moreover, during the user’s interaction with the visual interface, a search query is automatically generated and updated, and the number of search results is shown (on the bottom-left corner). The user can click on the results to retrieve relevant documents any time during the interactive exploration.

When the user moves from the concept space to the document space, he or she can also browse the document cluster map where each node is a document and each link indicates sharing of concept terms (Fig. 6). The cluster map was first generated using Gephi [22] and then used sigmajs [25] to provide interactive functions. By interacting with both the concept maps and document maps, the user can explore semantic relationships of terms and documents at both the global level (with all the documents) and at the detailed and focused levels.

V. SUMMARY

In this article, we presented a semantic discovery and visualization system that has two distinct features. One is the capability of annotating full text documents with concepts from multiple ontologies. The other is the set of visual interactive functions that link ontology concepts to a brain model for browsing and exploration. The system has showed promising results. The next step for us is to test and evaluate the system while continuously improving the implementation of the system. Through this paper, we hope to bring the attention of the research community to the central idea of the system: using ontologies, modeling, and visualization together to support semantic exploration and discovery.
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Figure 5. An example of the model-based interface and associative concept maps.

Figure 6. An example of the global mapping based on the relationships of the annotated concept terms over the whole collection.